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Abstract: Molecular dynamics simula-
tions in the nanosecond time range were
conducted on a system initially consist-
ing of 50 widely separated acetic acid
solute molecules within a box of
1659 solvent units. Solute aggregation
was promoted by neglecting the usual
periodic boundary conditions, and by
forced withdrawal of solvent molecules
from the resulting droplet. Organization
of solutes into cyclic oligomer structures
is readily observed by the use of differ-
ent force fields and different computa-
tional setups, and their partly fluxional
behaviour was investigated in some de-

tail. Molecular diffusion bringing pro-
spective interaction partners into short-
range distance is seen to be sufficient for
aggregation, while the effect of long-
range forces is suggested to be minor. As
the droplet becomes smaller and the
solute mole fraction increases, the for-
mation of liquidlike solute micelles is
observed. A crystalline cluster of a size
comparable with that of these micelles

almost instantaneously converts into a
liquid structure in the dynamic simula-
tion, both in vacuo and solvated. Within
the qualitative limitations of the model,
the emerging picture suggests the for-
mation of a microemulsion of liquidlike
particles as the first step of crystal
nucleation. The diffusive (pico- to nano-
second) regime, comfortably accessible
to present-day computing, can and
should be more and more expoloited in
the preliminary study of crystal nuclea-
tion.
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Introduction

The crystal chemistry of organic compounds is a well-
developed and quantitative branch of science as far as
structure is concerned, interatomic distances within crystals
being known with high accuracy thanks to X-ray diffraction.
The energetics of most types of intermolecular interactions
commonly occurring in organic crystals is also well-described
by several kinds of intermolecular empirical potentials.
However, very little is known at a molecular level about the
mechanisms of crystal formation; nucleation theory has been
called one of the few areas of science in which agreement of
predicted and measured rates to within several orders of
magnitude is considered a major success.[1] In solution, the
process must involve elementary molecular recognition steps,
followed by nucleation and growth; none of these stages is
easily amenable to experimental investigation (although
succesful experiments have been reported for crystalline
films[2]), so that the field is open for theoretical simulation
methods. The molecular dynamics (MD) simulation of pure

liquids has attained a high level of sophistication for organic
molecules[3] and for water,[4] a particularly difficult case owing
to polarization effects; enthalpies of solvation have been
estimated by the use of a single solute molecule in water.[5]

With regard to the first molecular recognition steps, several
MD studies have been conducted on biological or supra-
molecular dimers,[6] and, from free energy estimation meth-
ods, on benzene dimerisation[7, 8] and on hydrophobic effects
in water,[9, 10] but very little has been done with an explicit
focus on crystal precursor states.[11] A number of elegant MD
or MC studies have been carried out in conjuction with
sophisticated experiments, on the melting, recrystallisation
and phase transitions of molecular clusters,[12] and crystallisa-
tion from solvent has been tackled computationally with
monoatomic sample systems.[13] No attempts have so far
appeared to monitor directly the behaviour of numerous
organic solute molecules in a solvent as a function of
concentration, with the aim to simulate, if not to describe
properly, the coagulation process that may lead to solute
clustering into oligomers and micelles, to partial demixing,
and eventually to crystal development in solution.

This paper is an attempt to tackle the above problem by
standard classical molecular dynamics simulations. The
GROMOS96[14] package was employed. Acetic acid as a
solute, and carbon tetrachloride as a solvent, provide compu-
tationally convenient and reasonably well parameterized
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systemsÐthe solvent, in particular, is nonpolar and can be
reliably modelled in the single-atom approximation. Their
high bulk miscibility (the mole fraction of acetic acid at the
solid ± solution equilibrium is around 0.5 at 273 K[15]) is an
obvious obstacle that has to be circumvented by computa-
tional expedients. In molecular dynamics simulations, bulk
effects are usually modelled by applying periodic boundary
conditions, which understandably are detrimental when
attempting to simulate phase transitions or heterogenous
processes.[12] Therefore, our main modelling assumption was
the use of a finite-size box, actually a droplet. The first part of
the paper deals with the preliminary recognition process that
leads to hydrogen bonding, mainly into dimers, starting from
an artificial, dilute solution of isolated acetic acid molecules.
The influence of temperature and of coulombic interactions is
investigated, and the importance of short- and long-range
attraction is probed by manipulating the interaction cutoff
distance. Two force fields, one developed for crystals (the UNI
force field[16, 17]), and one for liquids (the OPLS-united atom
force field[18]) are also compared. In the second part, solute
concentration by evaporation is hinted at by artificially
depleting the solution of solvent molecules, thus computa-
tionally increasing the solute mole fraction, and, what is even
more important, reducing the droplet size, thus increasing the
surface and interface tension. These artifices, it appears, force
solute molecules to condense into multimolecular aggregates
and allow a preliminary study of the phenomena of interest
here. Finally, looking from the opposite end, the evolution of a
small crystalline nucleus in solution was simulated. The results
are discussed with an effort to provide some insight into the
otherwise elusive phenomenon of molecular recognition and
crystal nucleation in solution.

Computational Methods

Force fields

The UNI model : Molecular dimensions for acetic acid were taken from its
crystal structure determination,[19] with CÿH bond lengths renormalised to
1.08 �, HCH angles at the tetrahedral value, and the OÿH bond length
renormalised to 1.0 �. Internal degrees of freedom in solute molecules
were computationally frozen by applying the SHAKE constraining
procedure[14] on bond lengths, and by use of a very high force constant
(600 kJmolÿ1) on all bond angles over the bending potential E� 1/
2kB(cosqÿ cosq0)2. An improper dihedral restraint was imposed to enforce
planarity at the trigonal carbon with the GROMOS force constant of
0.051 kJmolÿ1 degÿ2. Torsional libration around the single CÿO bond was
restrained by the GROMOS potential E� 16.7(1ÿ cos2f) kJmolÿ1, cor-
responding to a barrier of 33.4 kJmolÿ1. All calculations were started with

f� 1808 (cis configuration), and practically no jumps over the barrier were
observed. It may be worth mentioning that test calculations performed
without this restraint gave much worse results in all respects. CCl4

molecules were modelled in the united atom approximation. In the UNI
force-field calculations, nonbonded intermolecular interaction parameters
(Table 1) for the 12-6 potentials were obtained from an adaptation[20] of

crystalline potentials. The 12-6 recasting of the original 6-exp potential
form results[20] in excess repulsion at short interatomic distance especially
for H ´´´ H and O ´´´ O potentials. These were therefore corrected by
multiplying the well depths by 1.08 or 1.06, and the equilibrium distances by
0.97 or 0.98, respectively. Nonbonded intramolecular contributions were
always excluded. Literature solvent ± solvent parameters were used,[21] and
the usual square-root combination rule was applied to obtain all solute ±
solvent interaction parameters.

The UNIq model : The UNI force field in its general formulation needs no
charge parameters, but can be supplemented by some, in special cases.[17]

For calculations involving coulomb-type contributions (CTC) in acetic acid,
the carboxyl group was considered as a single charge group with the
GROMOS96 charge distribution,[14] 0.530, ÿ0.380, ÿ0.548 and 0.398 eÿ for
C, �O, O and H, respectively. The UNI formulation is self-sufficient in
describing molecular crystals even without Rÿ1 terms, because the hydro-
gen-bonding 12-6 potential already incorporates a substantial attractive
energy (well depth 29 kJ molÿ1 at R0 of 1.6 �). The CTC superimpose a
presumably exaggerated attractive effect over the hydrogen-bonding
system, but this setup permits a computational experiment in which these
long-range interactions are deliberately excluded or introduced. Artifacts
in the detail of structures or of interaction energies cannot be ruled out, but
the results of UNIq calculations will be used strictly for comparison with
chargeless models, and not as carriers of genuine structural or energetic
information.

The OPLS model : In this case, solute molecular dimensions and the
intermolecular potential were taken from the OPLS force field,[18] in which
the methyl group is described in the united-atom approximation. Solute ±
solvent interaction parameters were obtained by the square-root combi-
nation rules. The whole molecule was taken as a single-charge group with
OPLS charges of 0.55,ÿ0.50,ÿ0.58, 0.45 and 0.08 electrons for C,�O, O, H
and the methyl group, respectively. The intramolecular part of the field was
kept the same as in the UNI model. The cutoff distance in intermolecular
nonbonded energy calculations was chosen to ensure that long-range
effects, if any, would be taken into account. The GROMOS twin-range
method was used: a nonbonded distance pairlist was constructed at 25 �,

Abstract in Italian: La dinamica molecolare classica nella
scala dei tempi del nanosecondo � stata usata per studiare i
primi stadi del riconoscimento molecolare durante l�incipiente
nucleazione di acido acetico da un solvente apolare. Diversi
campi di forza portano a conclusioni simili: l�aggregazione
appare promossa in prima istanza da processi diffusivi, fino
alla formazione di micro-micelle a struttura liquida. La
microemulsione risultante � probabilmente lo stadio precurso-
re su scala molecolare della nucleazione cristallina.

Table 1. Nonbonded energy parameters for E�A�Rÿ12ÿC�Rÿ6 in
kJmolÿ1, in which R is any intermolecular distance in �. e is the well depth,
R0 the distance at the minimum.

A C e R0 force field

C ´´´ C 1.3590� 107 4.8868� 103 0.439 4.209 OPLS[18][a]

C ± solvent 2.9630� 108 3.9822� 104 1.338 4.960
O ´´´ O 1.5899� 106 2.3639� 103 0.879 3.322
O ´´´ solvent 1.0135� 108 2.7696� 104 1.892 4.406
OH ´´ OH 1.5120� 106 2.0741� 103 0.711 3.367
OH ´´´ solvent 9.8833� 107 2.5943� 104 1.702 4.436
Me ´´ Me 3.4189� 107 9.5682� 103 0.669 4.389
Me ± solvent 4.6997� 108 5.5722� 104 1.652 5.064

H ´´´ H 6.5671� 104 1.0901� 102 0.045 3.262 UNI[16, 17]

H ´´´ C 3.3632� 105 5.2566� 102 0.205 3.295
H ´´´ O 1.1776� 105 4.8773� 102 0.505 2.801
C ´´´ C 4.6636� 106 2.6882� 103 0.387 3.891
C ´´´ O 3.2987� 106 2.9812� 103 0.674 3.610
O ´´´ O 1.3627� 106 1.3926� 103 0.356 3.537
HB ´´´ O 8.2694� 103 9.8208� 102 29.16 1.601
H ´´´ solvent 2.0597� 107 5.9476� 103 0.429 4.366
C ´´´ solvent 1.7357� 108 2.9535� 104 1.256 4.786
O ´´´ solvent 9.3825� 107 2.1258� 104 1.204 4.546

solvent 6.4600� 109 3.2450� 105 4.075 5.844 Ref. [21]

[a] Cross interactions by the square-root rule.
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interactions were calculated at 20 �, updating the pairlist and calculating
the full interaction at 25 � every 100 MD steps. To test the consequences of
using a shorter cutoff distance, simulations were also conducted with
cutoffs of 17 (versus 25) and 15 � (versus 20). No correction for truncation
of the coulombic sums was applied to these systems of relatively few polar
entities immersed in a nonpolar medium.

The systems

Pure crystals and liquids : As a check of the UNI and OPLS models,
standard MD simulations of pure liquid and crystalline acetic acid were
conducted at 250 K and 1 atm, in an N/P/T ensemble, with 108- and 192-
molecule boxes, respectively, with periodic boundary conditions.

Solutions : The starting box for the simulation of solutions was constructed
as follows. A 2196-atom solvent box was equilibrated at 250 K with periodic
boundary conditions, and a smaller (1709 atoms) box was extracted by
deleting the outermost solvent atoms. 50 solute molecules were then
inserted at random locations and in a random orientation, replacing as
many solvent molecules. A few energy minimisation cycles ensured that no
strongly repulsive contacts were present, while a 0.2 ps MD runs served the
purpose of assigning initial velocities at each temperature. The coordinate
and velocity output from this calculation will be referred to in the following
as the zero set. No hydrogen bonds were present in this setup, and only a
few intermolecular distances were shorter than 10 � (an intermolecular
distance is defined as the distance between the centres of coordinates of
two solute molecules). All subsequent MD runs were at constant temper-
ature, ensured by the standard GROMOS T-coupling procedure (internal
and external, solvent and solute degrees of freedom separately coupled to a
bath, coupling constant 0.1 ps). Since no periodic boundary conditions were
applied, surface solvent and/or solute molecules are in principle free to
leave the droplet, the computational equivalent of true evaporation. A
number of MD runs were performed, starting from the zero set, to check
the first stages of the molecular aggregation process against the effects of
changes in force field, in cutoff distance and in temperature. Longer,
subsequent simulations of the evaporation stages were formally conducted
at constant mass, but at chosen times the run was stopped, and outermost
solvent and solute molecules were manually removed from the system,
while preserving coordinates and velocities of all remaining molecules.
When the solute mole fraction had reached 0.1, this procedure was
discontinued and the simulation proceeded on a droplet of nearly constant
mole fraction. The number of genuinely evaporated solute or solvent
molecules, having spontaneously drifted away from the droplet, was always
very small.

Crystal nuclei in solution : A crystal nucleus of 37 molecules was extracted
from the acetic acid crystal structure by taking the 36 nearest-neighbours to
a reference molcule; this crystal nucleus was simulated both in vacuo and
surrounded by 310 solvent molecules, in the latter case forming a droplet
with the same mole fraction as the end product of the final steps as above.
The solvent molecules were added to the crystal nucleus by first forming a
regular grid, avoiding highly repulsive contacts, and then running a short
energy minimisation cycle. The conditions were the same (UNI model,
280 K, 25 � cutoff) as in the former simulation; a 2 ps preliminary MD run
was used to assign velocities, initially at 150 K and then warming to 280 K.

Results

Pure acetic acid, UNI model : For the liquid at 250 K after
40 ps, the simulation box reached a steady behaviour of
energies and density, and the estimated heat of vaporisation is
47 kJ molÿ1 (expt 54[18]), while the estimated density is
1.12 g cmÿ3 (expt 1.04 at 298 K). The crystal of acetic acid is
a particularly difficult test for the potentials, since cooperative
effects are present in the infinite chain arrangement of
hydrogen bonds, which are beyond the capabilities of simple
atom ± atom two-body potentials. Nevertheless, equilibration
at 250 K after 40 ps yielded an estimated enthalpy of
sublimation of 54 kJ molÿ1 (expt 66[17]), and a density of
1.23 g cmÿ3 (expt 1.27 at 278 K[19]). The chargeless UNI

potentials describe the molecular interactions in the con-
densed phases of acetic acid in a way that was considered
satisfactory for the present purposes.

Acetic acid in CCl4 : first stages of aggregation. From the zero
set, five simulations, each 200 ps long, were carried out: i) UNI
model, 250 K, cutoff 25/20 �; ii), UNI model, 250 K, cutoff 17/
15 �; iii), UNI model, 280 K, cutoff 25/20 �; iv), UNIq model,
250 K, cutoff 25/20 �, and v), OPLS model, 280 K, cutoff 25/
20 �.

The choice of temperatures resulted from several consid-
erations. The main aim being a study of the self-aggregation of
initially faraway molecular entities, thermal motion had to be
kept within a suitable window, neither too high (too much
contrast to intermolecular attraction) nor too low (too little
diffusive freedom for molecules to reach their recognition
partners). In the absence of better information, 250 K was
chosen as close to the freezing temperature of the solvent,
280 K as slightly below that of the solute.

In all simulations, the nearly cubic starting box, whose
shape results from equilibration of the solvent with periodic
boundary conditions (Figure 1a), quickly collapsed to a

Figure 1. a) The starting system for the simulation of solutions, containing
50 acetic acid and 1659 carbon tetrachloride units; b) the system after 50 ps
(UNI force field, 250 K, but this result is representative of all other
simulations). Black dots are oxygen atoms.
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droplike arrangement (Figure
1b). Total energies underwent
only minor evolution to in-
creased stability, suggesting
that the starting system was
not too unrealistic. Intramolec-
ular potential energies were
small, indeed negligible with
respect to intermolecular ones,
confirming that intramolecular
motion had been indeed
quenched by the applied re-
straints.

To monitor the aggregation
process, three geometric enti-
ties were defined: i) the hydro-
gen bond, an O ´´´ H contact
shorter than 2.6 �, a generous
threshold in view of thermal
motion; ii) the cluster, any
straight, branched or cyclic se-
quence of molecules connected
by intermolecular distances less
than 5.4 �; and iii) the histo-
gram of solute intermolecular
distances, an indicator that be-
comes significant only at higher
aggregation stages. The rele-
vant results for the five prelimi-
nary simulations are collected
in Table 2. Figure 2 shows the comparative evolution of the
intermolecular interaction energies.

The first 10 ps or so in each simulation involve the
rearrangement of the droplet from the approximately cubic
into a spherical shape, with an overall stabilisation. Lowering
the cutoff distance (Figure 2a) reduces the importance of
solvent ± solvent interactions relative to solute ± solute inter-
actions, since solvent particles are a single, large entity, and
this is presumably the reason for the increased aggregation
rate after 80 ps or so. Raising the temperature (Figure 2b)
significantly enhances the aggregation rate in the medium
and in the long run. The introduction of CTCs (Figure 2c)
substantially increases the initial aggregation rate and some-
what reduces the fluctuations in the number of hydrogen
bonds, as expected from the much stiffer hydrogen-bonding
potential, but in the long run results do not differ substan-
tially from those of other calculations. The OPLS force
field results (Figure 2d) show a largely increased rate
of aggregation in the very first stages, but in the long

run the structural results do not differ significantly from
those from the UNIq model or from the chargeless UNI
model.

The evolution of solute ± solute interaction energies paral-
lels that of the number of hydrogen bonds; these cohesive
energies increase steeply in the very first part of the
recognition process, as isolated molecules agglomerate into
oligomers. They are much larger in calculations including
coulombic terms, and, as expected, are larger in the UNIq
than in the OPLS model. Solute ± solvent and solvent ± solvent
interaction energies, always stabilising, level off at ÿ35 and
ÿ22 kJ molÿ1, respectively, after a short induction period and
are independent of the degree of solute aggregation and
insensitive to changes in the force field. Indeed, major
structural rearrangements after the first 100 ps occur at
constant energy. Comparisons with experimental heats of
mixing were not attempted, in view of the difficulty of their
definitions, mostly related with the formation of solute
oligomers.

Table 2. Acetic acid in solution: final frames of 200 ps simulations. Distances [�], energies [kJ molÿ1].

Force field\T\cutoff H-bonds Clusters[a] Energies[b]

number distance range average AcÿAc AcÿS SÿS

UNI\250\25 30 1.63 ± 1.91 1.77 9(2), 4(3) ÿ 12 ÿ 22 ÿ 34
UNI\250\17 36 1.60 ± 1.94 1.75 12(2), 4(3) ÿ 15 ÿ 22 ÿ 33
UNI\280\25 34 1.59 ± 2.40 1.81 12(2), 2(3), 1(5) ÿ 14 ÿ 22 ÿ 34
UNIq\250\25 35 1.57 ± 1.83 1.67 12(2), 3(3) ÿ 34 ÿ 23 ÿ 31
OPLS\280\25 36 1.46 ± 2.10 1.71 11(2), 3(3), 1(5) ÿ 25 ÿ 21 ÿ 36

[a] H-bonded clusters only. n(m) means n clusters each with m molecules. [b] Ac: acetic acid, S: solvent.

Figure 2. Preliminary simulations: first 50 ps, curves sampled at 1 ps intervals, then at 2 ps intervals. Heavy lines:
UNI force field, 250 K, 25 � cutoff ; curve 1, number of hydrogen bonds; curve 2 solute ± solute interaction energy
per solute molecule (kJ molÿ1); curve 3 solute ± solvent interaction energy per solute molecule (kJ molÿ1).
a) Comparison with 1.7 � cutoff ; b) comparison with T� 280 K; c) comparison with UNIq force field: solute ±
solute energy curves split into nonbonded (nb), electrostatic (el), and total (tot) contributions; d) comparison
with OPLS force field, solute ± solute curves split as in c).
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All simulations, in all conditions, show the aggregation of
solute molecules in some patterns, among which are recog-
nisable cyclic dimers (two molecules joined by two hydrogen
bonds), cyclic dimers plus one appended hydrogen-bonded
molecule, and cyclic trimers (see Table 2). Larger aggregates
are very sporadic within the 200 ps time range. Cyclic dimers
occasionally undergo rupture of one of the two double bonds,
in what have been called catemer jumps,[22] and this is one
source of fluctuations in the total number of hydrogen bonds;
hydrogen bond exchanges are, however, very frequent, the
lifetime of an oligomer being typically of the order of a few
tens of picoseconds. Molecules and/or dimers occasionally
come within the dispersive interaction range without con-
densing by hydrogen bonding, but these structures are fleeting
at the concentration used, with picosecond lifetimes. There
seem to be no really significant differences in the number and
type of hydrogen-bonding structures or clusters formed in
each of the calculations with different options, at least within
the 200 ps timescale (see Table 2). The hydrogen bonding
distances, as expected, are marginally shorter in calculations
including CTCs.

The main conclusions that can be drawn from these
preliminary calculations are: i) although with largely different
cohesive energies, all force fields lead to essentially the same
structural results; ii) the effect of cutoff is marginal in the first
stages of clustering, dominated by hydrogen-bond formation;
iii) the inclusion of CTCs enhances the aggregation rate of
single solute molecules, but is less effective in enhancing
further aggregation, when a significant number of dimers has
been formed; this is presumably the result of the neutralisa-
tion of the molecular dipole that results from nearly
centrosymmetric pairing; iv) the increase in temperature
from 250 to 280 K speeds up the solute aggregation process;
v) the inclusion of CTCs is not indispensable for molecular
clustering as long as it mainly involves hydrogen bonding, and
the UNI model is as efficient as the UNIq or OPLS models in
this respect. Significantly, a simulation at 250 K with the UNI
model on the 50 solute molecules in the starting box, without
solvent, resulted in complete dispersion in space of monomers
after a few picoseconds; use of the OPLS model led to
formation of a few dimers, followed by dispersion. Thus, no
solute force field is in itself sufficient to bring about extensive

clustering from the starting configuration. The solvent is
indispensable, and acts as a cohesive medium that provides a
chance for solute molecules to come into short-range contact
(intermolecular distance <10 �) and consequently to aggre-
gate.

Taken together, these results suggest that aggregation of
acetic acid molecules towards hydrogen bonding in an non-
polar solution is more controlled by diffusion than driven by
long-range forces. The very fast formation and the persistence
of cyclic dimer structures, recorded in calculations with or
without CTCs, is not in contrast with standard pictures of
acetic acid solubilisation.

Acetic acid in CCl4Ðlong-run simulations : On the basis of the
above results, longer simulations were planned using the pure
UNI model without CTCs. The temperature was kept at the
more favourable value of 280 K, and the cutoff distance was
kept at 25 �, since a longer-range interaction might be
effective in further recognition, based on dispersive forces.

Starting from the output of the first 200 ps, several
successive 200 ps simulations were run. At the end of each
of these time periods, coordinates and velocities of peripheral
solute and solvent molecules having less than four nearest
neighbours (defined by an intermolecular distance of less than
6 �) were removed from the trajectory.

The removal of mass from the system, both by spontaneous
evaporation and by forced depletion, produced rather large
effects on the distribution of kinetic energies; in particular,
the analysis of starting temperatures of each new system
revealed that solutes migrating into vacuum had drawn
internal, and to a lesser extent translational, kinetic energy
from the corresponding baths, lowering the internal and
translational temperature of solutes left behind. These
disturbances were quickly quenched by the temperature-
coupling mechanism, but they are presumably the cause of the
discontinuities observed in the energy curves (Figure 3a).
Care was taken to remove any motions of the overall centre of
mass of the system.

Numerical results are collected in Table 3, while Figures 4 ±
7 show some structural detail. The solute cohesive energy
decreases steadily (Figure 3a), although at 1350 ps it is still far
from that of the pure liquid, or 54 kJ molÿ1. The total number

Figure 3. Long-run simulations (UNI force field, 280 K, 25 � cutoff). a) First 1350 ps, with forced evaporation-concentration procedure; b) the complete
run, with constant concentration after 1350 ps. Curve 1, number of hydrogen bonds; curve 2, solute ± solute interaction energies per solute molecule
(kJ molÿ1); curve 3, solute ± solvent interaction energies per solute molecule (kJ molÿ1); curve 4, solvent interaction energy (kJ molÿ1).
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of hydrogen bonds formed rises asymptotically until, at about
1200 ps, it becomes greater than the number of solute
molecules; visual inspection of selected frames confirmed
that at that stage very nearly all of the remaining solute was
engaged in hydrogen bonding. Solute ± solvent interaction
energies decrease sluggishly, in parallel with solute segrega-
tion; the solvent cohesive energy stays constant, except for a
spurious and quantitatively insignificant long-run decrease
due to the reduction of the system size.

The data in Table 3 show the evolution of the clustering
process, with many small clusters at the beginning, replaced by
a few larger clusters towards the end, while the number of
isolated molecules becomes negligible. Figure 4 shows the

Figure 4. Distribution of solute intermolecular distances in a) the starting
system of Figure 1a; b) the system in Figure 1b after 50 ps; c) the droplet
(Figure 5) after 1350 ps.

distribution of solute intermolecular distances, with a prom-
inent peak at the hydrogen-bonding distance around 5 � at
the end of the simulation. Solute aggregation modes pass
through several stages, with cyclic dimers growing into larger
and larger clusters, until 10 ± 15-molecule micelles are formed
within the solution. Figure 5 shows the last frame of this part
of the simulation after 1350 ps, with one large multimolecular
aggregate, two medium-size ones, and a few cyclic dimers still
floating within the solution. Thus, the agglomeration process
has not led to a single micelle comprising all solute molecules.

Figure 5. Structural detail in the 1350 ps droplet: a) whole system;
b) solutes only, methyl hydrogens omitted for clarity. Cyclic dimers are
labelled d.

At least one cyclic dimer is clearly embedded in a larger
cluster, bound to it by dispersive interactions only.

The analysis of the detailed structure of moderately
persistent (not completely fleeting) solute aggregates is
feasible up to clusters containing about five molecules, after
which the aggregation mode becomes too complicated for
single pictures to be sorted out. From extensive spot checks
during the simulations, the favourite aggregation mode in the
short to medium run is clearly the cyclic dimer with or without
appended molecules (Figure 6a), which, when the structure is
observed over a few to a few tens of picoseconds, sometimes
are inserted into the cycle (Figure 6b). Tetramers (Figure 7)
sometimes arise from dimer pairs followed by an insertion
mechanism quite similar to the evolution from Figure 6a to
Figure 6b. Pentamers already show an increasing tendency of

Figure 6. Elementary aggregation modes: a) cyclic dimer (A, B) plus a
catemer precursor molecule (C), cohesive energy 22 kJ molÿ1 per molecule;
b) cyclic trimer, cohesive energy 23 kJ molÿ1 per molecule.

Table 3. Acetic acid in solution: composition and structures in the final frames
of each section of the simulation. UNI force field, T� 280 K, 25 � cutoff.

Time Solute
mole-
cules

Solvents
mole-
cules

Number
of H-
bonds

Clusters[a] Total
clusters

Single
mole-
cules[ps]

0 50 1659 0 none 0 50
50 50 1659 25 9(2), 2(3) 11 26

200 49 1644 34 10(2), 2(3), 1(4), 1(6) 14 14
350 46 1402 32 9(2), 1(3), 3(4) 13 16
550 44 1032 33 9(2), 5(3), 1(4) 15 9
750 41 735 42 7(2), 1(3), 1(4), 2(5),1(7) 12 6
950 40 514 40 5(2), 2(3), 1(5), 1(7), 1(11) 10 2

1150 38 336 39 3(2),1(4),1(5),2(11) 7 3
1350 37 328 40 1(2), 2(8), 1(9), 1(10) 5 1
1550 37 315 32 5(2), 1(3), 1(6), 1(7), 1(8) 9 3
1750 36 303 34 1(2), 1(3), 2(4), 1(7), 1(13) 6 3
1950 35 294 36 2(2), 2(3), 1(4), 1(19) 6 2

[a] Clusters held together by hydrogen bonds or by dispersive-electrostatic
interactions; n(m) means n clusters each with m molecules.
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Figure 7. a) Twisted chain tetramer, cohesive energy 24 kJ molÿ1 per
molecule; b) cyclic trimer (AÿBÿC) plus one appended molecule (D),
cohesive energy 22 kJ molÿ1 per molecule. Note the hydrogen-bond
bifurcation at the carbonyl oxygen of molecule B.

the solutes to segregate polar groups out of the solvent,
compatibly with the requirement of steric avoidance of the
methyl groups. Figure 8 shows some of the expedients,

Figure 8. Cyclic pentamers: a) UNI force field (methyl hydrogens omitted
for clarity), coehsive energy 28 kJ molÿ1 per molecule; b) OPLS force field,
cohesive energy 41 kJmolÿ1 per molecule.

actuated, it appears, irrespective of the force-field employed;
20 ± 30 ps is the upper threshold for the lifetime of such cyclic
structures. One minor difference between OPLS and UNI is
that in the former force field, the O(H) oxygen can act as a
hydrogen bond acceptor, and indeed does so in a minor
fraction of occurrences here, as was the case in OPLS liquid
acetic acid.[18] No experiment is available to resolve this
ambiguity. Figure 9 shows this phenomenon, along with
another example of the cyclisation ± insertion mechanism that
brings about the formation of larger cycles.

Larger aggregates (7 ± 20 molecules) show complicated and
largely fluxional structures, of which it can only be said that
they presumably approach those to be found in the pure
liquid. Acetic and formic acid
are known[18, 23] to form fluxio-
nal chain structures rather than
dimers in their liquids, and
visual analysis of our clusters
conforms to this view, although
a quantitative statistical analy-
sis is difficult owing to their
small size. Some snapshots may
illustrate a few of the instanta-
neous modes of these aggrega-
tion units: Figure 10a shows a
cyclic dimer stitching together
two short chains; Figure 10b

Figure 9. The formation of a cyclic pentamer within the OPLS model.
a) Initial structure; b) 48 ps, lone molecule captured by O(H) acceptor;
c) 58 ps, insertion into a dimer by O(H) acceptor, d) 130 ps, cyclised
pentamer with only carboxyl oxygens as acceptors (more stable structure).
The cohesive energy per molecule increases from 29 to 31 to 35 and to
40 kJmolÿ1.

shows a parallel arrangement
of dimers in dispersive contact;
Figure 10c shows two hydro-
gen-bonded units spliced to-
gether by dispersion forces into
a micelle. If only by somewhat
subjective inspection of the
trajectories, it appears that lin-
ear chain oligomers, mimicking
the structural motif present in
the acetic acid crystal, are very
seldom observed in our simu-
lations. Presumably, the en-
thalpic gain due to segregation
of polar groups within a cycle
exceeds the entropic loss due
to cyclisation; Figure 11 indeed

Figure 10. Higher complexes in the long-run UNI force field simulation: a) linear chain (ABC), joined to dimer
(DE), joined to a chain (FG); b) parallel cyclic dimers (A, B, C) linked to a 5-membered structure (D);
c) hydrogen-bonded heptamer (A) conglomerated with a cyclic trimer (B; no hydrogen bonds across the dotted
line). Methyl hydrogens omitted.

Figure 11. A chain (ABCD)
curling at the end into a cyclic
trimer (DEF). Note the hydro-
gen bond bifurcation at the
carbonyl oxygen of molecule
D (joined to C and F).
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shows a linear chain curling up into a cycle at one end. In any
case, no trace of molecular ordering into crystal precursors
was observed, nor could have been over such short timescales.
In particular, no persistent traces of the experimental catemer
hydrogen-bonding scheme (Figure 12) were observed, and
this is not unexpected, in such small aggregates where bulk
crystal properties are still a faraway goal.

Figure 12. a) The 37-molecule cluster extracted from the crystal structure
of acetic acid; b) the catemer structure, comprising a OÿH ´´´ O hydrogen
bond and a weak CÿH ´´´ O interaction.

Acetic acid in CCl4Ðcrystal clusters versus micelles : When
the solute mole fraction had reached 0.1, in the above
described system, the forced evaporation ± concentration
procedure was discontinued and the simulation was continued
on a droplet (37 solute molecules, 328 solvent molecules)
from which, at 200 ps intervals, only the few solute and solvent
molecules that had spontaneously evaporated were removed.

Results are summarised in Table 3 and in Figure 3b. The
droplet, upon continuing the simulation at nearly constant
mole fraction, showed a sudden increase in solute dispersion,
which confirms that the forced decrease of the system size was
indeed promoting solute aggregation. No hope was seen to
have this system reach a steady state, due to its small size,
although aggregation resumed until a 19-molecule micelle was
observed, held together by hydrogen-bonding and by dis-
persive and/or electrostatic forces. The formation and persis-
tence of these aggregations confirms that the implied forces
are effectively incorporated, at least at short range, into the
UNI potentials; this is consistent with their good performance
in crystal studies.[24]

The problem was then tackled from the other end, that is,
observing the evolution of a compact crystal nucleus of about
the same size as the micelles, both in vacuo and wetted by the
solvent. The 37-molecule crystal nucleus of Figure 12a did not
survive and was almost instantaneously disrupted, owing to its
exceedingly large surface tensions. After the instantaneous
breaking up of the crystal hydrogen-bonding system, Fig-
ure 13 shows that further disordering, within the first 20 ps,

Figure 13. a) Short-run simulations of a crystal cluster of 37 molecules in
vacuo (heavy lines) and in a droplet with 310 solvent molecules (see
Figure 12); b) longer-run simulation of the solvated crystal cluster. Curve 1,
number of hydrogen bonds. Curve 2, acetic acid ± solvent interaction
energies per molecule. Curve 3, acetic acid ± acetic acid interaction energies
per molecule.

occurs at constant number of hydrogen bonds and also with a
slight increase in solute ± solute interaction energy, due to an
increase of solute ± solute contacts consequent to reshaping of
the cluster with a reduction of the number of surface
molecules. The end result after 40 ps is not dissimilar to that
of the aggregation process after 1350 ps (Figure 5b).

Conclusion

The aggregation of molecules with hydrogen-bonding capa-
bility within a nonpolar medium has been investigated by
means of classical molecular dynamics, on a system with
computationally induced high surface and interface tension,
with different potential formulations that allow a schematic
appreciation of long- and short-range forces. The intrinsic
limitations of the method and of the computational setup are
such that the emphasis was, by necessity, on time-dependent
structural effects, so that thermodynamic aspects could not be
accessed, and qualitative kinetic factors only can be discussed.
In doing so, it should be kept in mind that molecular dynamics
is a technique for the simulation of chemical events, and that
simulation need not coincide with description. In the limit of
short timescales and small system size, phase space is swept in
a partial and random way, and results provide hints at what
could happen, rather than defining what should happen.
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Solute aggregation proceeds by i) formation of hydrogen-
bonded cyclic dimers, ii) addition of molecules to the dimers
by hydrogen-bond bifurcation, and iii) insertion of added
molecules into the cycle to yield cyclic trimers and tetramers.
In the longer run, entities formed in step iii) may evolve back
into an equilibrium with steps ii) and i), or add further
molecules to form entities of higher molecularity like
iv) hydrogen-bonded acyclic or cyclic oligomers, the latter
here observed up to pentamers, and eventually v) micelles
held together by both hydrogen bonding and dispersive or
polar forces. Remarkably, major structural rearrangements
occur at nearly constant total energy, so that stages iv) and
v) show a high degree of fluxionality; however, open-chain
structures are less common. The essence of these structural
results is independent of the force field used, a fact that adds
to their credibility.

The simulation suggests that inter-solute forces, which bring
about the first stages of recognition, are mainly of short-range
type, since solvent-mediated migration of prospective solute
interaction partners is instrumental, while electrostatic con-
tributions just marginally increase the rate of aggregation. No
solute ± solute preferential orientation appears, and no order-
ing effects are seen within the micelles, apart from the need to
fulfil the distance range for hydrogen bonding. Therefore,
even a rather strong inter-solute interaction like full hydrogen
bonding does not bring about instant order, and it is unlikely
that crystal nucleation may proceed directly from isolated or
moderately aggregated solutes to crystal nuclei. Rather,
liquidlike entities are readily formed within the solution,
and, most likely, order arises within them only at later stages,
in much larger aggregates, when size and temperature
conditions are proper, and on a timescale that would highly
strain present-day computing capabilities in MD simula-
tions.[12] There is indeed experimental mass spectrometric
evidence for molecular clustering of carboxylic acids in
solution.[25]

Alternatively, but concurringly, the simulation showed a 37-
molecule crystalline cluster to be unstable with respect to
melting even at very low temperatures. Although one could
argue that this concerns a cluster of arbitrary shape and
composition, and that other structures could be stable and
ordered even with that small size, the disruption was so
complete, instantaneous and isotropic that such a contention
seems improbable. This strongly suggests that molecular
aggregates of such small size cannot survive in crystalline
form.

The picture that emerges from our results is one in which
the first stage of crystal nucleation must go through formation
of microdroplets comprising a few to a few tens of molecules,
in a definitely liquidlike state. This result, in keeping with the
character of the molecular dynamics simulations involved, is
to be considered as a working hypothesis rather than a
definite and quantitative fact of either thermodynamic or
kinetic nature. Further stages of organisation, and in partic-
ular the evolution toward the hydrogen-bonded chain struc-
ture found in the crystal (Figure 12b), remain obscure:
Figure 6a is an illustration of the aggregation dilemma for
small carboxylic acids, including at the same time the dimer
and catemer options. An explanation or even a simulation of

condensation of hydrogen-bonded chains into an ordered
three-dimensional structure, involving forces weaker than the
hydrogen bond, is even more problematic. The force-field
problem, which appears not to be crucial when simulating the
first stages of condensation, could indeed become a primary
issue when investigating fine detail of structural and energetic
differences between crystal nuclei. For example, a catemer
structure, quite similar to the one pictured in Figure 11, has
been calculated, in accurate modelling based on atomic
dipoles obtained from X-ray electron densities, to be less
stable than the observed one (Figure 12b).[26] Indeed, a better
description of the electrostatics around the carboxyl group
might have brought forth aggregations more similar to those
observed in the crystal, but definite and consistent ideas on
modelling electrostatic forces in empirical force fields have
not yet been forthcoming (distributed dipoles[26, 27] are one
option). Also, an elusive entity like the CÿH ´´´ O interaction
may not come to the fore in room-temperature dynamic
calculations where its energy, about 4 kJ molÿ1,[26] compares
with RT. The representation of subtler structural effects has to
wait for much larger systems and much longer timescales, or
much later stages of freezing and ordering. The structural
results in our pictures (it should be once again reminded) are
snapshots and not stabilised averages.

The results presented here were obtained by means of
standard, actually almost obsolete, computer resources (an
INDY Silicon Graphics workstation), confirming that molec-
ular events in solution within the diffusive regime can
comfortably be simulated with present-day computational
tools. A path is then suggested for wide development of such
studies with an explicit aim at discussions of and comparisons
with the crystalline state, and at the transformation of the
working hypothesis here put forward into an established
chemical model or theory.
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